
This chapter gives an overall introduction of the data mining field, its various 
research trends, and its applications. 

1.1 CONCEPTS 
Data mining is a term that usually comes in conjunction with databases . Data 
~ining is .1he ~ llectl~f techniques for_ efficient automated _d~ c?v<:.ry of 
P~ io_y.sly unknown , valid, novel, l!se~ ~, and understandable patterns in 
l~ ge databases. It usually de; ls· with historyd.atabases: (Histo~y databases --~ -are usually huge collections of data.) As an example, the task of finding all 
th e customers coming from London is just.a database query whereas under­
standing that customers who buy milk tend to buy biscuits also is hidden 
info rmation. The latter is a typical result of data mining. The patterns must 
be actiona:ble so that they can be used in an enterprise's decision making 
process . Data mining is usually used by business intelligence organizations 
~nd financial analysts, but it is increasingly being used in science to extract 
information from the enormous data sets generated by modern experimental 

and observational methods [ 1] . 

Note: Data mining is a technique to find hidden patterns in a huge_ hist~ry 
database to help top level managers in decision making. It has close relatton with 

' la.t1st' d · d ics an 1s a hoc research area nowa ays. 



1.2 DATA MINING APPLl<;~~-~q-~ -~ 
·-. -· . - - - .. ·-···· ··- ... ·-· 

Fol-~owing are the different types of applications where data mining can be directly 

applied: 

1. In classification, the goal is to classify a new data record into 07_e of thhe many 
possible classes, which are already known. For example, an app 1eant ~s to he 
classified as a prospective applicant or a defaulter in a loan database, given his 
various personal and other demographic features along with previous purchase 

characteristics. 
2. In estimation, unlike classification, we predict the attribute of a data instance- t 

usually a numeric value rather than a categorical class. An example can he 
"Estimate the percentage of marks of a student whose previous marks are 

already available" . 
3 . The border line between prediction, classification, and estimation is too narrow. 

The main difference is that the predictive model predicts a future outcome 
rather than the current behaviour. The output attribute can be categorical or 
numeric. An example can be "Predict next week's closing price for the Google , 
share price per unit." 

4 . Market basket analysis or association rule mining analyses hidden rules called 
association rules in a large transactional database [2]. For example, the rule 
{pen, pencil ➔ book} provides the information that whenever pen and pencil 
are purchased together, book is also purchased; so these items can be placed 
together for sales or supplied as a complementary product with one another to 
increase the overall sales of each item. 

5. In c:ustering, we use unsupervised learning technique, where target classes are 
unknown. For example, given 1000 applicants have to be classified based on 
certain similarity criteria and it is not predefined which are those classes to 
which the applicants should finally be grouped into. 

6 . Other categories of data available nowadays are scientific data collected by 
satellites using sensors, data collected by telescopes scanning the skies, 
scientific simulations generating terabytes of data, etc. Data mining can be 
applied to analyze these types of data too. In sequential pattern discovery, 
first we identify patterns and then we try to analyze whether there is any sort 
of sequential relationship between them. Consider the following example of 
buying textbooks and sports goods. 
(Introduction to Java) (Object oriented modelling) ➔ (UML guide) 
(Shoes) (Racket, shuttle) ➔ (Sports jacket) 

From these examples, it is clear that when customers buy the first set of . 
products on the left side of the implication, sequentially they tend to buy cbe 
products on the right side of the implkation. Business intelligence, business da.: 
analytics, bioinformatics, Web mining, text mining, social network data analy~i d 
etc. , are some of the areas where data mining can be applied. It can also be apphe 
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ro problems related to social science. Some challenges in front of the data mining 
researchers are handling big data a: tlysis, mining over a cloud, and optimizing 
searches for the big data over the cloud. In the coming sections, various stages 
occurring in a typical data mining problem are explained. Different data mining 
010dels that are commonly applied to various problem domains are also discussed 
in detail in the coming sections. 

1.3 DATA MINING STAGES 

Any data mining work may involve the various stages shown in Fig. 1.1 . 
Business understanding involves understanding the domain for which data 
mining has to be performed. The domains can be financial domain, educational 
data domain, etc. Once the domain is understood properly, the domain data has 
to be understood next. Here relevant data in the needed format will be collected 
and understood. 

Business 
understanding 

Fig. 1.1 Data mining stages 

Eval1Jation ,.. 

. . . ste in the sense that the data is to be 
Data pre-processing ts an important p Th' . 1 cleaning the data 

. d i ing 1s invo ves ' 
rnade suitable for further processing an m n d. th f 

1
·nterest and so on 

. b f reco r s at are o , . transforming the data selecnng su sets O . d c · ,v11 ' namely selecnon an trans10rmat1on. 
vv nen data are prepared, there are two ~tages, h" h ·11 be useful for the data 
D h . h data w ic w1 
~t~ selection involves c oosing t o_se . data analysis techniques that can be 

rn 1ning purpose. There are many stat1st1cal 
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romD ta modelling involves Ul k from the pre-processe 
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are described as follows : 

MINING M(?_t;.)E~S . . 1 4 DATA .. ----· ---- ----- . 
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d m different data 
. . be effecnve y use . c-. I 

Pular models that can . Bayes dassmer, azy There are many po 1 networks, naive 
. . problems. Decision trees, neura . b sed classifiers are a few among 

mmmg h" d regression- a "b 
I Pport vector mac mes, an f data and attn utes, one earners , su f plication, nature o ' 
them. Depending upon the type o ap d model. Still there is no clear-cut ~?swer 
can decide which will be the most smte . . odel One can only say, For a 

uestion of which is the best data mmmg m . ,, 
to the q . . d 1 . better than the other. particular apphcanon, one mo e ts . 

. . . ne of the most popular classiflcatton models. 
Decision trees: Dec1S1on tree is o h h . al node denotes a decision on 

1·k t re w ere eac mtern 
It is similar to a tree- 1 e struc u , d . . and leaves represent target 

al f .b t A branch represents a ec1s1on, 
the v ue o an attn u e. . l . h. found in the training classes. A decision tree displays the vanous re anons tps 
data b executing a classification algorithm. . . 

De~ision trees have become very popular and powerful tool for class1ficanon 
purpose. Their leaves usually represent target classes whe_reas bran~hes represent 
attribute decisions. There are many decision tree buildmg algorithms such as 
CART and C 4.5 which dynamically build a decision tree depending on the 
underlying huge history data. I 
Neural networks: Neural networks offer a mathematical model that attempts I 
to mimic the human brain. Knowledge is represented as a layered set of inter­
connected processors called neurons. Each node has a weighted connection with 
other nodes in adjacent layers. Learning in neural networks is accomplished by 

network connection weight changes while a set of input instances is repeatedly 
passed through the network. Once trained, an unknown instance passing 
through the network is classified according to the values seen at the output layer. 
There are many ongoing works as shown in [4), which deal with neural network 
construction, W identify the important issues involved. It also explains the various , 
domams to which neural networks can be applied. 

Naive B I ·t· · Th· l ·c-. · d 
. ayes c ass, ier. is c ass1ner offers a simple yet powerful supervise 

class1flcat1on technique. The model assumes all input attributes to be of equal 1
rnponance and · nd d t- h d rhe 1 . 

1 

epen enr 
O 

one anot er. Naive Bayes classifier is base on 
cl asSical Bayes theorem presented in 1763 which works on the probability theory. 
n si mple terms · B I •c-. ) of 

. ' a naive ayes c ass1ner assumes that the presence (or absence a pan,cular feature of 1 . I d her 
a c ass is unre ate to the presence (or absence) of any or 
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feature. Even though these assum · 1·k I b .
11 

ks . ll . ptions are 1 e Y to e fal se , the Bayes class ifier 
sn wor qu1t".: we m practice. 

Bayes' classifiers can be trai d II · · · . . ne we 111 a supervised learn mg setting. f n many 
appl1Cat1ons, parameter estimation for naive B d I h I d f 

· l"k lih d I ayes mo e uses t e met10 0 

max.1mum I e oo . t can often O t c th h" · · · u perrorm e more sop 1st1cated class1ficat10n 
methods , even being simple cone all An d f · · · · . eptu y. a vantage o this classifier 1s that it 
reqwres a small amount of train · d · h mg ata to estimate t e parameters (means and 
variances of the variables) necessary for classification. 

1.5 SUCCESS STORIES 

l. Prediction of loan defaulters: It will be very useful for banks to predict 

~hether ~ customer can be granted loan or not based on the previous expe­
nences with the customers of the same type. The American Express in UK 
has been able to successfully implement this application for loan processing 
purpose. 

2. Bioinformatics and medicine: Bioinformatics is the field of combining 

computer science with biology for various types of analysis of biological data. 

There are huge repositories of genetic sequence information (including the 

sequence of whole genomes) . There is a tool called Glimmer which can iden­

tify the genes in a genome in an efficient way. 
Patient data can be analyzed and interesting data mining models such as 

probabilistic relational models can be built. The model will reveal dependencies 

between variables. This particular principle has been successfully implemented 

on analyzing the data of tuberculosis patients in the USA. 
3. Business intelligence (Bl): It is very important for businesses to clearly analyze 

their market to be in the cutting edge. BI technologies provide historical, 

current, and predictive views of business operations. Data mining forms the 

core of business intelligence. Online analytical processing tools in business 

intelligence rely on data warehousing and multidimensional data mining. 

Oracle, IBM, etc. , have successfully implemented BI systems. Clustering plays a 

central role in customer relationship management, which groups customers 

based on their similarities. 
4. Web search engines: Web search engines are essentially very large data mining 

applications . Crawling, indexing, and searching are three important aspects of 

these search engines. Since majority of search engines are dealing with huge 
amount of data, usually they have co work on clouds of computers. Ir is a 
very active research area nowadays. Also many search engines such as Google 

and Yahoo have successfully implemented context sensitive sea rching (which 

makes searching a quick experience) , since for the users, majority of queries 

are auto suggested. 
5. Academic applications: Dara mining can be effectively used rn prediL~ ~he 

. f d · [ 31 D · ·1 s1011 academ1e performances as well as placement chances o stu encs · · c:<. · 

f h b d · · There is -mother tree is one o the models t at can e applied to ata mining. · 
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important model used in data mining for prediction called "naive B 

d 
. . . h d ayes 

classifier." Students can make wise career eciswns uSmg t ese ata mini 
tools. A student enters his Entrance Rank, Gender (M/F), Sector (ruJ 
urban) and Reservation (OBC/SC/ST/GEN) category. Based on the ent ' . f d . ered 
information, the model will return wh1c~ branch o stu ~ ts ~xcellent, G00<1, 
Average, or Poor for him/her based on h!Story data analysis usmg data mini 
techniques. Also in this work performances of decision trees and naive Bang 
classifier on the same training and test data were compared. Yes 

6. Some other areas in which data mining can be applied are as follows: 

a. Biological data analysis 
b. Call record analysis 
c. Churn prediction for telecom subscribers, credit card users, etc. 

d. Decision support 
e. Financial forecasting 
f. Insurance fraud analysis 
g. Logistics and inventory management 
h . Trend analysis 
1. Time series analysis 

1.s.1 Time Series Analysis 

t 
I 

t 

I 

I~ time series analysis, each time series describes a 
time. For example daily stock . b phenomenon as a function of ' 

h 
' pnces can e used t d 'b th I 

t e stock market at each time d . d 
O 

escn e e fluctuations in 1 

b 
unng a ay In g al fi • f 

o servations, Xis represented as . ener ' or a time series X with • 1 
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where v. and t . are the observ t· l d · · · . ' , . a ton va ue an Its ttme stamp, respecttvely. The 
data that 1s used m this work to h b · · · · compute t e a sorptton rate 1s a ttme series 
data where absorption rates cor d· a: d M h , r◄ Iuerent years are use . any researc ers are 
working on applications that us t' · l · D · · · . . . e 1me senes ana ys1s. ata mmmg on time 
senes data IS essential nowadays t · b · al · d c · . . . o improve usmess an ys1s an rorecastmg. 
Regress10

~ an_d ttme senes analysis are very similar concepts in statistics; a graph 
is shown m Fig. 1.2. 

1.6 DAT~ WARE_~9USING AND OLAP 

Major enterprises and corporate companies have huge data to be stored and 
processed for various transactions and managerial analysis. The various components 
of these systems can be payroll, oilli.ng, HR, etc. Many of these get updated on 
a continuous basis. Usually these updatable data are kept on servers called OLTP 
( online transaction processing) servers. But the data that are mostly historic and 
are not frequently updated are us}-lally stored in huge history databases called 
data warehouses. These data are used by top level managers for decision making 
process, especially for comparisons, predictions, etc. The important point to be 
noted is that data warehouses are not updated regularly, rather they are appended 
regularly. Live transaction data that are updated become the history data of the 
warehouse later, for analysis purpose. 

OLAP technology (online analytical processing) uses data warehouses for 
online analysis, providing quick responses to queries. Figure 1.3 shows the structure 
of a data warehousing system for O LAP. Using online analysis, graphical tools, 
and OLAP's multidimensional data model and aggregation techniques, large 

Extraction 
1------+.i Transformation 

Loading 
CLAP 

Data warehouse storage 

Fig. 1.3 Data warehousing and OLAP 

Business users 

. d b h' h d by cop level managers Note: Data warehouses are huge history ata ases w IC are use . d 
. . al d • rr of this database an , for decision making. Usually, hve transacuon ata Is not a pa LAP . . . 
. . d . d c d mining and O acr1vmes mostly, the dara is historic. This history ata IS use ror aca 

to produce meaningfuJ reports fo r managers. 
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. d A ery to historical data may lead to oth : 
b manze . q u . d h tr 

amounts of data can e su~ lace . OLAP systems prov1 e t e speed and 
. \so when analysis takes P . 

quenes a al st in real ume. 
flexibility to support the an y . 1 ted as a collection of data marts. D:it~ 

. ften im P emen ~ 
A data warehouse is O d rehouse or as separate entities, th 

d art of the ata wa . e 
marts are treate as a p . he context. In this section, we see various\ 
meaning can be varied depending on t \ 

terms related to data warehouse. l . l d tabases themselves for their imple-
h may use re auona a 

Dat~ ware ouses . l d base must provide rapid data transfer; update! 
mentanon. The ~elan_ona . a~a histicated and effective query capahiliti~ \ 
flexible and efficient mdexmg, and sop k' h . d h·gh 

' h d Loe mg mec amsms an 1 
to organize and retrieve data ware ouse ata. . •fi . 01 rrp . 

• h b ore s1gm cant m L.1 systems multi-table transaction throug put may e m . . . 
· h t · ns A data mart 1s a mm1ature that are very important m data ware ouse opera 10 · . 

data warehouse; in others, it is just one segment of the data warehouse. Functional 
segments of the organization get information from data mart. Data marts for the 
Sales, Inventory, and Shipping department are some examples. Data marts m~y be \ 
used to model data warehouse data to suit ~ geographically distributed busmess. · 
Each of the data marts may be treated as individual business unit. , 

Data marts are sometimes designed as complete individual data warehouses 
also. Usually, presentation services for clients are the main functionality of data 
marts . Data from data marts are loaded to a data warehouse using a batch process \ 
called ETL (extract , transform, and load) . 

Normally data in an organization are distributed in multiple data sources and \ 
are incompatible with each other. Consider a retail example. Let the point-of-sales 
data and the sales made via call-center or the Web are stored in different locations 
and formats . It will be a time consuming process to obtain OLAP reports such 
as "What are the most popular products purchased by customers between the ages 
15 and 30?" OLAP process involves extracting data from the data repositories 
and making them compatible with each other. After this, the meaning of data 
across different repositories may be compatible. OLAP describes exactly what has 
happened during this analysis process. Star design is the most common method 
for data modelling shown in Fig. 1.4(a). 

The fact table is the central table in an OLAP star data. The surrounding tables 
are called the dimensions. Using this data model, it is possible to build reports that 
answer questions such as the following: 

I . The supervisor that gave the most discounts. 
2. The quantity shipped on a particular date, month, year, or quarter. 

To obtain answers for such questions from a data model) OLAP cubes are 
created as shown in Fig. I.4(b) . It is the name given to the process oflinking data 
from different dimensions. 

The cubes are developed along business units such as sales or marketing. oLAP 
can be a valuable and rewarding business tool. OLAP analysis can help an organi, 
zation evaluate targets in addition to producing reports . 
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Fig. 1.4{a) Star design for an OLAP system 
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Fig. 1.4{b) Data cube for a multidimensional database 

9 

. As shown in Fig. 1.5, there are many steps in obtaining reports. First the data 
15 extracted from OLTP servers and imported to the OLAP database. Then the 
ckLa is convened to multidimensional databases-new generation databases that 
iH l'. rc.:ady ro 4ierve queries which require lots of aggregation. From these cubes, 
1< fJ ' )rt\ arr generated . 



10 

---.,r ,, 
\ ·' 

Data Mining and Wareh~ : 

Extract data 
from OLTPs 

Transform and 
standardize 

data 

Import to 
OLAP 

database 
Build cubes lffl 

Scheduled automated processes extract data from OLTPs 

Fig. 1.5 Steps in OLAP creation process 

Key points regarding data warehouses are as follows: 

1. Data is appended, not updated. 
2 . Data is historical . 
3 . Data is multidimensional. 
4. Uses complex queries . 
5. Used mainly at the managerial level, and not at the operational level. 

So, in data warehouses, the data is not updated frequently. Data warehouses 
are more used for reports that are based on history. Since data warehouses contain 
historical data, they are mostly used for meaningful data mining purposes. This 
information can be very useful for managers to make meaningful decisions. 
Chapter 8 describes some practical aspects of data warehousing using Oracle Bl 
(Business Intelligence) . i 
1.7 RESEARCH CHALLENGES l 

Currently, data mining research works proceed mainly in the following four 
directions : 

I . Applying data mining principles to a new application domain. 
2. Developing a new data mining algorithm/classifier. 
3. Optimizing existing models . 
4. Combining classifiers called meta-learners. 

1. 7 .1 Application of Data Mining Principles 

Majority of data mining ~esearches belon~ to this category. Here data mining 
·nciples are used to predict student retention analysis , where we can undersrand 

pn d . . . t 

h. h among the students a mmed to a course will continue the course w1rholl 
w JC . . l b tO 

b 
·r [4] Data mining prmc1p es can e applied in the banking sector a rupt c:x1 . 

~ 
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know rhe mosr prospective custo h 
mers w o can respond to b · cc Hence in majority of dat . . a new usmess orrer. 

' a mmrng researches it is b d h fl 1 social-~ciencc problem · d . ' 0 serve t at Irst a re evant 
m a omam such b k d . 

anJ \tudcnt domai·n 1·s s 1 d h, as an mg omarn, customer domain, · , • e ecre w · d . . 
d d , ere vanous ata mmmg models are applied an compare . 

1.7.2 Devel~ping a New Data Mining 
Algonthm/Classifier 

There are many popular d · · 1 · 
. ll ata mmmg a gonrhms in the industry which are 

commerc1a y used For example d · · al · , ec1S1on trees, neur networks, Bayes classifier, 
SVM , etc._ But the challenge lies in developing new algorithms specially suited 
for a parncular domain Here th h h · · . . · e researc er as to prove its effectiveness by 
companng vanous performance measurement factors such as accuracy and ROC 
value across various algor!t~.s and prove that the advantage is statistically significant. 
One of the popular dec1s10n tree algorithms is C 4.5, which is included in many 
data mining packages [5] . 

1.7.3 Optimizing Existing Models 

Optimization is an important activity that is being done by data mining 
re.searchers to improve data mining models. For example, there is an activity called 
rhe pruning of decision trees. It describes how the size of the decision tree can 
be reduced effectively. In pre-pruning, optimization is done before tree building 
whereas in post-pruning, the resizing of the tree is done after the tree is built. 

1.7.4 Combining Classifiers 

It is mere common sense to think that when we combine the efforts of many 
models, we get a better model. This concept has become a very hot research area 
now. There are two approaches. The first approach uses voting, in which that 
prediction is chosen which is made by maximum models. This concept is similar 
to voting done by humans where the majority decision is taken as final. In the 
second approach, the outputs of the models are given to another model called 
meta-level classifier that decides which decision to finalize. 

'/here are two types of voting: bagging and boosting. In bagging, n models, 
u~ual/y of the same type, are constructed and for an unknown instance, for each 
model, predictions arc recorded. The class having the maximum votes among the 
predictions from models is assigned. 

Boo~ring is very similar to bagging except the model construction phase, 
where every rime those instances that are most misclassified are trained more; 
rlu:1c will be n classifiers which themselves will have individual weights for their 
au tira<.,ic:~ . 'J hr class having the maxim um weight is assigned. An example is 
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AdaBoost algorithm. Bagging is better than boosting as boosting suffers frorn 

overfi tting. 

1.8 OTHER HOT RESEARCH AREAS IN DATA MINING 
. -- -- . - -· -- -·- . -· . .. ---··- - . .. ---- .. . . . - . - --- - -

The fo llowing list shows some other hot data mining research problem areas. 
T his list may be helpful for beginners in data mining researches for reading the 
corresponding literature in online journals/proceedings and then land on to 
a problem. 

1. Data mining of XML data 
2. Clustering of CRM (customer relationship management) applications 
3. Bioinformatics (gene data analysis and finding out gene expression data 

combinations for a particular disease using data mining techniques) 
4. Web mining over a cloud of computers 
5. Intrusion detection using data mining 

6.' Scal ing data mining algorithms, when data does not fit into memory 
7. Distributed data mining 

8. Email clustering for finding communication threads among mails 
9. Improvements for support vector machines algorithms 

l 0. Improvements for association rules apriori algorithms 

11 . Vitro fertilization-which embryos to use for transferring to uterus out of 
several embryos generated from egg-sperm fertilization 

1.9 MACHINE LEARNING AND STATISTICS 
Statis tics and machine learning form the basis of . . 
branches are inter-related to B h h . data mmmg. Both these 
. . o. ot ave contnbut d . 

Smee rnception, these two h h d h . e to computer science too. 
ave a rat er dtffer d' · 

concerned with testing hypoth F . ent tra ltlons. Statistics is more 
eses. ormulatmg th 

a search through possible h h . .l e process of generalization as 
S . ypot eses 1s the m · . 
omenmes both may cove am concern of machine learning. 

r more areas than th S . . 
to many classification mod 1 • d . . ese. tatistics has been the favonte 
d . . . e s in ata m10in h .. . d 

ecision tree rnduction On f h . . . g sue as naive Bayes classifier an 
d · e O t e In1t1al k · [71 

;as co~ ucted by Brieman et. al. The wo: s In the field of decision rrees 
egress10n trees in the mid- I 980s y published a book on classification and 

]. Ross Quinlan, was developin . A prominent machine learning researcher, ; 
examples bef; h ' g a system for · £ • £rofll 

ore t 1s also in a · .1 Inrernng classification crees · 
another's k s1m1 ar way Th f oe 

h wor much later only M · e researchers became aware O 0 

w en constru t · 1 · ost learni I . . al cesrs 
· h h c mg rues or trees a d f; ng a gonthms use statisnc el 
rn td at t ey depend too strongly n h or correcting models that are "overfit~ o 
pro uce them S · • on t e <let · 1 f eu r 1 

1 · rausncal tests are d ai s O the particular examples us J : 
to eva uate mah· l . use to v I'd d Jsifl ~ 

c me earning alga · h a 1 ate machine learning mo e ·ofl · 
flt Ills SVM ·[Jcgrt , 

· s are a new breed of class• 1 ,.. 

!I 
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models which is highly mathematical in nature. These modds Jlso show how 
close machine learning and other branches of mathematics .He. 

1.10 ETHICS OF DATA MINING 

The use of data _a bout people has very serious ethical implic.1tions in d.1tJ mining. 
Practitioners ot data mining techniques should alwan haYe m eve on such 
matters. Dara mining answers questions such as who g~rs d1e loan .~d who gets 

rhe special offer. Sexual , religious, and other types of discriminations Jre nor ;nJy 
uneth ical but also illegal . However, the complexity of rhe situation depends a lor 
on the application. Using sexual information for medical diagnosis is cerrain lY 
ethical , but using this for mining loan payment beh~n-iour i; nor. En:·n whe~ 
sensitive information is removed, there is always a risk th,n models will be built 
that depend on variables that can be shown to ~ubstitute for such ch,uacrerisrics. 
A si tuation like this can be seen in real life. \X'e know that people frequently li,·e 
in areas that are associated with particular ethnic identities. Ir is risb· re, build 
models that are based on race, when usino an area code in a dau mir~ in('" studY. t°' . ~ . 

This may create a problem; it may be necessary to determine rhe rnndiriom under 
which the data was collected and for what purposes it can be used. Ir is .iccepreJ 
that before people make a decision to provide personal information. the:· h:1n· rhe 
right ro know its usability. Hence, individuals should be told r.hese things in pl.lin 
language that they can understand. 

For example, in France, it was found d1at people with red (ars are more likd~­
to default on r.heir car loans. We should consider all questions such .is wh.H is rhe 
status of such a discovery, it is based on what information. under wlut 1...·onditilms 
was that information collected, and in what ways is it erhi~tl to use ir. Clc:ul~-. 
insurance companies are in the business of discriminating among pc-0ple b:1se-d on 
stereotypes like "young males pay heavily for automobile insur-.mcc ... 

Bur such stereotypes are solely nor based on statistical corrcLnions: rhe~- .tlso 
involve common-sense knowledge about the world. Hc>rt' the dau s"·it>ntisr m~1~· 

have to apply common sense rather than fully depending on stJristi1...--:.tl infu rm.n ion. 
When presented with data, it is needed to ask who is permitted tl, tun· .h.-"'t'S-$ r,.1 
it, for what purpose was it collected, :md wlut kinds of condusinns .m:' lt>girim.nt· 
to be drawn from ir. The ethical dimension raist's rough quc:srit)llS . Ir is nn.:t'ss..m· 
to consider the norms of the community that is used ro dc·:1ling wirh tht' kind t)f 
dara involved , standards thar may have t'volwd lWt'r decades bur tHlt'S rh.u m.n 
not be known ro the dara scientist. In addition Cl) communin sunJ.mb t~)r d1t· 
Use of data, logical and scientific srand.uds must ht' .tdhc·n.,J ro wtwn dr.lwin~ 

conclusions from ir. 
'The point is that data mining is just .t wol in rhc wholt' pni~-e~,. Ir 1s people 

who take the results , along wirh orher knowkJgt'. ,md dt·t·iJe wh.tt ,t(tinn is co 
be taken . Of course, those who use aJ\'.lllet:'d rc1.·lrnol\lgic:s shlHilll 1.·onsi1.k r the· 
wisdom of what they are doing. -So rhe conclusion rh :tr l·.m he: dr.iwn is . "w hen 

dara mining is conducted in a parricular Jom:iin . (ltlC: :,; lwulJ scrioush .1dJn:~ the· 
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. f mining is useful for the mankind and . 

q
uestions, whether the objectivbeo h. d the rules extracted from the dat lS ~ I 

h' cal hidden e in a !\\in' anything non-et 1 \ . is that data mining applications may . lng 
,, H the cone us1on b d in'lo}v I 

process. ence, . 
1 

\ication of judgements ase on commo ' 
many ethical dimensions anu app . r61 n stnsc 

J · d main l 

1 

which may vary from uomatn to 
O 

• \ 

1.11 POPULAR TOOLS 
There are many popular data mining tools that are used all over the world 
Some of them are used for research/academic purposes whereas others arc ~ : 
for commercial purposes. These tools can be used for data mining for diffcicnt 

1 

purposes and are given in Fig. 1.6. Following are some popular data mining took 
1 

l . WEKA 
URL: http://www.cs.waikato.ac.nz/ ml/weka/ 

2. SPSS Clementine 
URL: http://www.spss.com/ clementine/ 

3. Rapid Miner 
URL: http://rapid-i.com/ content/blogcategory/ l 0/ 69 /1 / 

4. SAS/SAS Enterprise Miner ang,en 

URL: http://www.sas.com/technolo ies/ al . . 5. MATLAB, Microsoft S"L S go an ytics/datam1ning/miner/index.hunl 
. . '<: erver, rade Bl et al l J. 

mmmg research/comm •a1 l , c., are so very popu ar uata 

• ••• ••• 

• • •••• • •• 

c,v. 
ii,.,iili .St$,. 
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2 No """1lecl 
3 No Single 
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e,Sc ~tt1i 

''a~ 'I) 

Fig. 1.6 Important data . . mming tasks 

0 
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In this chapter, we studied the fundamentals of data mining and understood the 

real advantages of using this concept in social science problems. We saw various 
,vays by \~hich data mining can be applied to domains such as banking, student 
data, and customer data. We also saw lots of hot research problem areas and 
,,arious success stories. 

Data mining is usually conducted over huge history non-transactional data­

bases called warehouses. Various analyses are carried out using online analytical 
processing. The architecture of a data warehouse was analyzed in this chapter. 

Different types of data mining applications such as clustering and classification 
,vere analyzed. Finally, we saw various popular data mining tools used in the 
academia and industry. 
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