
This chapter describes clustering, a process that classifies data without an 
existing or predefined model or output classes. It has a wide range of applications 
in web mining, bioinformatics, and so on. 

7.1 INTRODUCTION 

Cluster analysis is defined as the unsupervised classification of data into various 
clusters. We can also look upon cluster analysis as a statistical classification tech
nique for discovering whether the individuals of a population fall into different 
groups by making quantitative comparisons of multiple characteristics. Clustering 
can be looked upon as a method of unsupervised learning under various machine
learning techniques. The application of cluster analysis can be found in numerous 
fields, namely, machine learning, pattern recognition, data mining, market 
research, social network analysis, image segmentation, and bioinformatics. 
C!usrer analysis is an iterative process of knowledge discovery, which is closely 
related to other similar techniques such as automatic classification and numerical 
taxonomy. 

t Different kinds of application areas exist for clustering, and hence it is hard 
o find .fi d . . al d h d h . tics a uni e clustering approach m gener . I eas, approac es, an euns-
fie!/eveloped in a certain field cannot be easily migrated or applied to another 
CJ · ~ence, we look at the various fields and the similarities between them. 

Usterin . . d b' . 
as g 15 an unsupervised learning techmque that groups ata o Jects mto 

er of d· · · h h" h sirn·1 . 15JOint classes called clusters so that objects within a class s ow ig 
. l ancy ' ' d' . il . 
1ntr l to each other while obJ. ects in separate classes are more tssim ar, 1.e., 

ac as · • ' · d s sun ilarity is more and interclass similarity is less. Unsupervise means 
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defined model and output classe 
d ot rely on pre d h s, whil 

rhar cl usrering o~s n d classification refer to a proce ure t at assigns d e 
classifying data objects an ata_ 
ob. ects to a set of classes. . . . 

J . d learning techmque m which a pred r:, 
. . unsuperv1se enned 

Note: Clustering is an h no predefined output classes to which ob· 
. st Also t ere are . h Jects 

model does not exi · d b d on clustering algont ms, data are gro 
l · fi d Instea , ase Uped 

can be c assi ie · . l s based on a similarity measure. 
together and put to vanous c asse 

7 .2 -~9.~~~~!~-
Clustering is the process of organizing dat~ into_ meani~gful ?roups called 
clusters. It is not a new concept in computer science; it has existed smce long back 

as classification and taxonomy. In selecting the clustering algorithm and for better 

clustering, knowledge about the type and source of the data is very useful. This 
type of clustering has found use in fields such as content mining and generally 

aims to give tags to the clusters. 
In classification, we have information about the objects, characteristics we 

are searching for, and the available classifications, and it is more similar to just 
knowing where to place the new object in. Clustering, on the other hand, analyzes 
the data and finds its characteristics, either supervised or unsupervised [l, 2]. Also 
it reduces the number of bits required to convey information about a member 
such that much less information is required and extra information does not cause 
confusion. In this aspect, clustering is a form of data abstraction. The most gener~ 
definition is that given N items, we can divide the N items into k groups based 
on the measure of similarity between the items, such that items in a group can be 
called '<similar." 

The following_ example (Fig. 7 .1) demonstrates the clustering of balls of s~e 
tylpe. l_here are nme balls, which are of three different types. We are interested in 
c ustenng the three diffi f b . 

erent types o alls mto three different groups. 

o® 
0~ 0 

G 



balls 0 [ same types are clustered into ro 
'fhc g ups, as shown in F 7 2 1g. . . 

Oo 
0 

;= 1.2 Ba lls clustered into different groups 
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In clustering techniques, there is no prediction of classes b h • , ut t e mstances 
are divided into natural grou~s. These identified clusters presumably reflect some 
mechanism that causes certam cases to bear a strong resemblance to each other 
and che technique helps in finding structure in the data. ' 

Clustering methods can be hierarchy-based, density-based, grid-based, and 
model-based. Partitioning is another method of clustering in which various partitions 
are constructed and then evaluated by some criteria. In the hierarchical method, a 
hierarchical decomposition of the set of data is created using some criterion. The 
densiry-based method is based on connectivity and density functions, and the 
grid-based method focuses on multiple-level granularity structure. The model-based 
approach develops models for each of the clusters with the aim of finding the best 
fir of char model to each other. 

7.3 K-MEANS CLUSTERING 

~-means clustering is the most commonly used partiti~ning met~od. It is the 
simplest unsupervised learning algorithm used for solvmg cl~stenng problems. 
Assuming k dusters, the given data set is classified into a certam number of c~us
ters using th al . h d e [3 4] The main aim is to define k centroids, 

e gont m proce ur , · c II 
o r al 'th · ro ows· ne ror each duster. The description of the gon m is as · 

7·3· 1 Basic K-Means Algorithm for Finding 
K Clusters 

' Initial! b kn or chosen to be k say . 
...,_h Y, the number of dusters must e own, of the clusters. 
, e i . . l f k . ranees as centers " . Ih n1tia step is to choose a set o ms . ll "farthest apart in 

t points are often chosen such that they are mutua y 
\<Jrn~ 

, • Way. . . to the closest 
' t° xr h . e and assigns Jt 

, J r e algorithm considers each m sranc J~, ,.. r 
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l d ei ther after each instance a.ssig 
. d recalcu a re ' ntn.ent uo1 s are 1 Clr 

• The cluster cen f e-assignments . 
h hole cycle O r 7 3 ives the flow chart for k-mea.ns a.lg . 

after t e w d Figure • g Ot1th1n · ·rerate • •11 • This process is 1 . 

Number of 
cluster k 

Centroid 

Distance objects to 
centroids 

,> 

Grouping based on , , , , , , ~ 
minimum distance " ' 

F. 7 3 Flow chart for k-means algorithm 19. . 

--· · · · , ,, · : · . , Example Problem · . · · 
] 1ntO 

. locations Cluster the following seven points (with (u, v) representmg ) f6(6 , 4), 
three clusters: Pl (2, 10), P2(2, 5) , P3(8, 4) , P4(5, 8), P5(7, 5 j ]7'/(1, Z), 

P7(1 , 2) . The initial cluster centers are Pl(2, 10) , P4(5, S) , ~ lustering 
. c. . s ror c There can be different types of possible distance runcnon 

applications [5.' 6] . . == (uL vll a~:, 
Here the distance function used between two points a . nee fut1 

) . I 1he dista b = (u2, v2 is defined as p(a, b) = \u2 - ul \ + \v2 - vl · i)21-
tion can also be the Euclidian distance, Sqrt[(u2 - ul )2 + (v2 -. :enters aftd 

Use k-means algorithm in Fig. 7 .3 to find the three clu5ret 
th e second iteration. 



Jreracion 1 

F. sr all points in the first col um f.,..... 
1r ' n ° 1able 7 . . 

cenrers-means (2, 10), (5, 8) , and (1 2 . I a1e listed. Tb .. . 
fi · , )-a h e In1t1al J _i.e disrance unction, we will calc I h re c osen rand 

1 
c uster 

u1 u ate t e cl · om y B . 
JO) ro each of the three means, in th tstance from th fi · ~ using 

e next step. e trst point (2, 

Poinr mean 1 

ul. vl u2, v2 

(2, 10) (2, 10) 

p(a, b) = /u2 - ul / + /v2 _ vl / 

p(point, mean I)= /u2 _ ul / + /v2 _ vl [ 

= /2-2/+/10-IO/ 

=0+0 

=0 

Table 7.1 Progress of k-means algorithm (initial table) 

(2, 10) (5, 8) (I , 2) 

Point Dist. mean 1 Dist. mean 2 Dist. mean 3 Cluster 

Pl (2, 10) 

P2 (2, 5) 
P3 (8 , 4) 
P4 (5, 8) 

P5 (7, 5) 
P6 (6, 4) 

~~' 2}_) --------------

Point 

ll] , vI 

r2, IO) 

mean2 

u2, v2 

(5, 8) 

/J (a, b) = /u2 - u 1 / + /v2 - v 1 / 
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p(point, mean2) = \u2 - u l \ + \v2 - 111 
\ 

= \5 - 2\+\8 - 10\ 

= 3 +2 

=5 

Similarly, distance with (l , 2) , 

p(a, b) = \u2 - ul \ + \v2 - vl \ 

p(point, mean2) = \u2 - ul \ + \v2 - vl \ 

=\1-2\+\2-10\ 

=1+8 

=9 

Assignment of Pl to cluster 1 is shown in Table 7.2. 

Table 7 .2 Progress of k-means algorithm (assignment of P1 to 
a cluster) 

(2, 10) (5 , 8) (L 2) 

Point Dist. mean 1 Dist. mean 2 Dist. mean 3_ 

Pl (2, 1 O) 0 5 9 

P2 (2, 5) 

P3 (8 , 4) 

P4 (5 , 8) 

P5 (7 , 5) 

P6 (6, 4) 

l 

Pl (1 , 2) ______,-
----------------------· 

the point 
So to which cluster can we place the point (2 1 O)? We can place ~ea.(l, , . the 11• 

(2 , 1 O) to a cluster where the point has the shortest distance trorn 

chat is , _mean 1 (cluster 1) , since the distance is O. f the rhret 
Agam, we go to the second point (2 , 5). The distance to each 0 

means is calculated by using the distance function . 



p0inr 

,ti , vl 

l2• 5) 

.meanl 

u2, v2 

(2, 10) 

p(a, b) = lu2 - ul I + lv2 - vl I 

p(point, meanl) == lu2 - ul I+ lv2 _ vl I 
=12 -21+110-51 

=0+5 

=5 

Point mean2 

ul. vl u2, v2 

(2. 5) (5, 8) 

p(a, b) = lu2 - ul I + lv2 - vl I 

p(point, mean2) = lu2 - ul I+ lv2 - vl I 
==15-21+18-51 

== 3 + 3 

Point mean3 

ul , vl u2 , v2 

(2, 5) (1, 8) 

p(a, b) = lu2 - ul I+ lv2 - vl I 

p(point, mean2) = lu2 - ul I+ lv2 - vl I 
= 11 -21 + 12-51 

:::: 1 +3 

t;,,w h 
1 e values are filled in Table 7.'J. 
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-- ----------~==-(=· =· :-:-:-----------...... f k-means algorithm assigning P2 to 
Table 7 .3 Progress 0 

a cluster) 

(5 , 8) (1 , 2) -----(2 , l 0) 

Point Dist. mean 1 Dist. mean 2 Dist. mean 3 Cluster ---
Pl (2 , l 0) 0 5 9 1 

P2 (2 , 5) 5 6 4 3 

P3 (8 , 4) 

P4 (5 , 8) 

PS (7 , 5) 

P6 (6 , 4) 

P7 (1 , 2) 

So in which cluster should the point (2, 5) be placed? The one where the 
point has the shortest distance from the mean, that is, mean 3 (cluster 3), 
since the distance is 0. It is shown in Table 7 .3 . Likewise, we fill in the rest of 
the table and place each point in one of the clusters. 

Likewise we fill in the rest of the table and place each point in one of the 
clusters as shown in Table 7 .4 . 

Table 7.4 Progress of k-means algorithm (end of first iteration) 

(2 , l O) (5 , 8) (l , 2) 

Point Dist. mean 1 Dist. mean 2 Dist. mean 3· Cl~tet -· .. 
_-- ~ 

Pl (2 , l O) 0 5 9 l 

P2 (2 , 5) 5 6 4 3 

I P3 (8, 4) 12 7 9 
2 

P4 (5, 8) 5 0 
2 

10 
PS (7, 5) 10 5 9 

2 

P6 (6, 4) 10 
2 

5 7 
P7 (1 , 2) 9 ~ 10 0 

Cluster 1 Cluster 2 Cluster 3 

(2 , 1 O) (8 , 4) (2 , 5) 

(5, 8) (1 , 2) 

7, 5) 
(6, 4) 
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. we need to re-compute the new cluster , 
Nexr . h centers. For ti · . k h 

fall poi nts m eac duster. For cluster 1 , I 11s, ta e t e 
e·1n ° l Id ' W <:. on y have · rn ,7 I 0) , which was t 1e o m ean; so the cluster C ·' . o ne pomt 

Pl (- · enter rema111s the same. 

[ 
(8 + 5 + 7 + 6) (4 + 8 

For d uster 2, we have , + .5 + 4) ] -
5 5 - (5, 4). 

[ 
(2 + I) (5 + 2)] 

For d uster 3, we have 
2 

, 
2 

= (l.S, 3_5)_ 

That was iteration I . Next we go to iteration 2, iteration 3, and so on until 
there are no more changes in mean. 

In iteration 2 , we basically repeat the process explained in iteration I , this 
rime using the new means we computed. 

7.3.2 Time and Space Complexity 

The time complexity for k clusters is O(J*I'm*n) , where I is the number of 

irerarions required for convergence, m is the number of points, and n is the 

number of attributes. Since only the vectors are stored, the space requirements are 
basically O(mn). I is typically small, and since most changes occur in the first few 
irerarions, it can also be easily bounded. k-means is linear in m, the number of 

poinrs, and is simple and efficient, provided the number of dusters is significantly 
less than m. 

7.3.3 Updating Centroids Incrementally 

The centroids can be updated incrementaIIy, as each point is assigned to a duster. 

1s0 adjustments may be made in the relative weight of the point being ~dded. 
he goal · h. d c ergence However 1 t may b . is to ac 1eve better accuracy an 1aster conv · ' 
e d1fficul h I · · ht Another advantage of · t to make a good choice for t e re anve weig · 

1ncrernen I d d Centroid updates 
are ta update is that empty dusters are not pro uce · , 
ob performed only after all points have been assigned to dusters. Only then v.e 

serve e 
mpty clusters. 

~ :-rn~pl_e _________________ _ 

Assu 
Cl me that v all from the same 

ass We haven sample feature vectors v,, v2, ... , n' f the 
'e . and th (k ) L t m be the mean o 

Ctors ey fall into k compact clusters < _n · e ' 'f to separate 
in cluster i. We can use a m inimum-distance class1 ,er 



18i~ rated . That is, we can say that Vis 
ell sepa . Th . i~ 

rs are w 11 the k distances . 1s suggests th d the c1uste . ·mum of a e 
them, provide m II is the m1n1 e k-means: 
cluster , if II v - ' for finding th 
following procedure s m m2, ... , mk 

sses for the mean ea~ 
1 Make initial gue hanges in any m ·t' the samples into clusters 
2 Until there are no c d means to c1ass1 y 

U e the estimate . 
a s 1 to k f the samples for cluster ' 
b For , from he mean of all o 
c Replace m, with t 
d End for 

3 End until 
. how the means m, and m2 move into 

(Fig 74) showing Here is an example · · 
the centers of two clusters . 

Start m2 X-- _ __ --IC 

Start m1 

Final 
boundary 

Fig. 7 .4 Movement of means in clusters I 
-----------

d h t can be i;jji\tj#j We have seen a simple version of k-means proce ure t a 
O

as 
viewed as a greedy algorithm for partitioning the n samples into k cluSters sf its 
to minimize the sum of the squared distances to the cluster centers. Some 0 

weaknesses are as follows : 

is to 
1. The way to initialize the means was not specified. One way to start 

randomly choose k of the samples. ·ro~ 
2 F h l d suboptl f . or means, t e resu ts produced depend on the initial values, an ber o 

partitions are found frequently. The standard solution is to try a nurn 
different starting points. 

0
lu-

Th ~s 3. . e results depend on the me~ric used to measure II v _ m , 11- A po!:sulcs :Jso 
uon 1s to normalize each variable by its standard deviation. 1he 
depend on the value of k. 
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7_4 _DENSITX-BASED CLUSTERING 
....----- -....___--~=..= 

D nsiry-based spatial clustering of appli . -. 
e I . cations with . 

d nsiry-based c ustermg algorithm that works . h noise (DBSCAN) is a 
e DBS CAN h . wit a number f d •f]r . etrics. When as processed a set fd . o I ierem distance 

rn 11 b l ~ o ata pomts a . 11 
·n a duster or wi e c assined as noise. DBSCAN . ' pomt wi . either be 
1 

int being "density-reachable" and "density Isdbased on the concepts of a 
po -connecte " Con · al l 
algorithms form clusters of spherical shapes cl · vemion c ustering 

an so on But DBSCAN 
clusters of any arbitrary shape like "S' or oval sh ·. p· can form 

. d l d b apes as m 1g. 7.5. 
DBS CAN 1s eve ope ased on the notions of "d . ,, cl " . ,, 

· Th · "d · ensny an attractton of 
data obJects. e mam I ea Is to consider a duster h· h d" . 

d b . " as a ig - 1mens10nal dense 
area, where ata o Jects are attracted" with each oth Th b" 

• h h er. e o Jects are packed 
closely with_ eac ot er at _the core part of the dense area and thereby have high 
density. ObJects at the pe~ipheral area of the duster are attracted to the core part 
of the dense area and relanvely sparsely distributed. Conceptually, data points fall 
into three classes: 

Core points: These points are at the interior of a cluster. An interior point has 
enough points in its neighborhood. If two core points belong to each other's 
neighborhoods, then the core points belong to the same cluster. 

Border points: A border point is a point that is not a core point, i.e., there are 
not enough points in its neighborhood, but it falls within the neighborhood of a 
core point. A border point may fall within the neighborhoods of core points from 

several different dusters. 

Noise points: A noise point is any point that is not a core point or a border point. 

. . . . . ·.·••::. . . . . . . .. .... · .. · ··:•.·. .·•:: .. :· ·:. : . : . :•: . ·. ·.: ... . . . . . . . ... . . . . . . .. . . . . . .. . . . . .. . . : : . . . .=: ...... ·.· .. :· ·. :. . . . . . . . . . . . . . . .. . . . ·. ·: ..... : .... . . . . . . . . . . . . 

Density concepts in DBSCAN 

1,4.1 D 
ensity Concepts 

. . . . . ., . 

l'\\ro gl 
E _obat Parameters: . 
:~· Maximum radius of the neighborhood. . hborhood of that pomt. ,.,,p18. M· . ·nan Eps-neig 

· · Inimum number of pomts 1 
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. . h l MinPts obJ'ects within a radius "Eps-neighbo h 

Object: O bJect wit at eaSt r Ood." 
. h border of a cluster. 

Border object: O bJect on t e 

7 .4.2 Density-Based Clustering: Background 

Density-reachable: A point p is density-reachable from a point q with respect t 

Ens and MinPts if there is a chain of points Pl' · · ., Pn' P1 = q, Pn = P such thatp. ? r , + 1 lS 

directly density-reachable from Pt 
Density-connected: A point p is density-connected to a point q with respect to 

Eps and MinPts if there is a point o such that both P and q are density-reachable 

from o with respect to Eps and MinPts. 

7 .4.3 DBSCAN: The Algorithm 

1. Arbitrarily select a point p. 
2. Retrieve all points density-reachable from p with respect to Eps and MinPts. 
3. If p is a core point, a duster is formed. 
4. I~~ is a border point, no points are density-reachable from p and DBSCAN 

v1s1ts the next point of the database. 
5. Continue the process until all the points have been processed. 

Estimated number of clusters: 2 
2.0 1----.------.----r------.----- -----, 

1.5 

1.0 

0.5 

0.0 

-0.5 

- 1.0 

- 1.5 

- 2.0 

• 

• 
•• 
• 

• 

• • • 

• 
• 

• 

• 

• 

- 2.5 ---=~--·....1.._ __ --L_ __ ___,l _ _ _ ...1--- 3 - 3 - 2 
- 1 ~ ~~~---o- ~ ----2 ~ Fig. 7 .6 A DB SCAN clusterina rP,1 ti + 
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;der Fig. 77 for a given Eps, represented b . 
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co~~nfts === 3. Of the labeled points m P Y 
th

e radius of the circl 
I 

t tv' I . . E . , , , o, and r ar es, and 
e h of them is in an ps-ne,ghborhood con ta . . e core objects be 
eac d·rectly density-reachable from m Obje i;1ng_ at l~ast three points i~-use 
q is p1 and vice versa . . c m is directly density-re~ch~becl t 
frorn . d. ti d . e 

Object q is irech Y ens~y-reach~ble from m, and m . d' 
reachable from p, ence ? Ject ? is (indirectly) den . _,s irectly density-
B cause q ,s not a core obJect, p 1s not dens .t sity reachable from P 

ed s are density-reachable from o, and o is d I Y-:eachable from q. Similarly ~ 
anand 

5 
are all density-connected. The closur ensfitdy-re~chable from r. Thus 0 

r, . e o ens,ty-co , , 
be used to find connected dense regions as clusters. nnectedness can 

• • • 
• • • • 

• • • 
• 

• 

• • • 
• • 

• 

--~~-~~~-----------Fig. 7.7 Density-reachability and density-connectivity 

In Fig. 7.6, color indicates duster membership, with large circles indicating c~t samples found by the algorithm. Smaller circles are noncore samples that are 
sn l Part of a duster. Moreover, the outliers are indicated by black points below. 

~ WEIGHTED GRAPH PARTITIONING 
Clusrerin · al d l co g on a large graph aims to partition the graph mto sever ense Y 

nnecred 1 d · dules in j components. Identification of functional re ate protem mo . 
arge pr • . d · · n social 

nerw orem-protein interaction networks, commumty etectwn 
1 

orks, ere f h 1 . Many of the 
exisri · are some of the applications o grap c ustenng. 

ng graph 1 . h I · cal structure 
of a gra h c usrermg methods mainly concentrate on t e topo ogt 

p so thar each partition achieves a cohesive internal structure. 

),4. 1 
• A Elements of Graph Theory 

Y/{[J1h (' E 
' ::: ( V, £) consi s~s of a vertex set V and an edge set · 

I 
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h edge is an ordered pair of vertices. 
d. d o-raph, eac · b d. ·d d • If G is a zrecte b.' · . hich the vernces can e 1vi e into tw 

h is one in w o gro I 
• A bipartite grap . . . s in different groups. llps, 

11 dges JOtn veruce 
so chat a e 

al . ti·on of a graph wherein edges can conn 
h ·s a gener 1za eq rn 

A hypergrap 1 d alled hyperedges. Graphs naturally represen °re 
. es an are c . t lllan 

chan rwo vernc . . h matical and computer science problems. s· .
1 

Y 

d f . fi manon m mat e l bl •rn1 ar! 
kin s o m or . lly in important practica pro ems, including . Y, 

hs also anse natura . h H k circuit 
hypergrap . 11· algebra. Given a hypergrap , -way partition. 
l t and numenca mear . . Th k zng of 
a you . f H k disJ· oint nonempty partltlons. e -way partiti . 
H assigns veruces o to . f h . 0n1ng 

k 
. • · e a given cost funcnon o sue an assignment. N. t 

roblem see s to mm1m1z f h d e cut 
P d d c. nction which is the number o ypere ges that span m 
is the scan ar cost ru , . . h . ore 

. . Constraints are typically imposed on t e solution and mak than one partttton. e 
the problem difficult. 

7.5 HYPERGRAPH PARTITIONING 

A hypergraph is a graph whose edges can connect more than two vertices called 
hyperedges. The clustering problem is then formulated as finding the minimum
cut of a hypergraph. A minimum-cut is the removal of the set of hyperedges 
(with minimum edge weight) that separates the hypergraph into k unconnected 
components. The minimum-cut of the hypergraph into k unconnected components 
gives the desired clustering. The HMETIS package is employed for partitioning. 
An advantage of this approach is that the clustering problem can be mapped to a 
graph problem without the explicit computation of similarity, which makes this 
approach computationally efficient with O(nxdxk) assuming a (close to) linear 
performing hypergraph partition. Since in this formulation there is only a single 

weight associated with a hyperedge, sample-wise frequency information gets lost. 
Hypergraph-based clustering consists of the following steps: 

1. De~ne the condition for connecting a number of objects (which will be the 
vemces of the hypergraph) by a hyperedge. 

2. Define a measure of the t h . 
3 U h 

s rengt or weight of a hyperedge. 
. se a grap -partitionin al . h o parts 

· h g gont m to partition the hypergraph into tw 

4. ~os:t~n:e~~: that _t~e ~eight of the hyperedges cut is minimized. d or 
partit1on10g until fi. d b f chieve ' 

until a "fitness" d ' . c a xe num er o partitions are a ren£ 
con ltlon ror th d . . h t a cur 

partition is a go d I e goo ness of a cluster mdicates t a 
0 c uster. 

7.6 COBWEB CLUSTERING 
COBWEB is an increment;;:-~-1~~·----·-- eraco!'S· 
It begins with a collection f 

1 
-climbing strategy w ith bidirectional op ,,,uri!lt 

o uncla ·c.. d f me"" 
ssine objects and some means 0 

j 
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. .
1 

riry of objects. COBWEB incrementally organ . b . 
I . i;1 flll a h b al . h . izes o servar10ns int 

r i<.: ·. ion rree. In t ea ove gont m, obJects are treated b . . o a 
c1:iss1fica r of n fea tures. ya distance function 

·1 vecror d 
:1s ' . ·rs empty an creates a full concept hierarchy ( I .fi . 

Ir sra1 . . 1 . . c ass1 catton tree) wirh 
l f represen ring a smg e instance/ obJect. We can ch h d 

c:Jch ea . h c h . oose ow eep we want 
. rhe rree h1erarc y ror t e specific application at h d 

O <TO Ill an . 
1 0

0 6.ecrs are described as nominal attribute-value pairs E h d . 
J 1 ) h . ac create node Is a 

b bliistic concept (a c ass t at stores the probability of b · h d ( pro 11 _ • • • emg mate e counr/ 
I) and fo r each attnbute, the probability of being on P(a- /C) 1 ror:i , . . ' - v , on y counts 
d be stored. Arcs m tree are Just connections whereas the d . c nee . no es store mror-
rl·on across all attnbutes. Tradeoff between intraclass simi·Iari·ty d • 1 ma an mterc ass 

dissimilarity: sums measures from each individual attribute. 

Inrradass similarity is a fu~ction ~f P(Ai = ~/Ck). Predictability of C is given 
as II; larger value of P means 1f class Is C, A likely to be V Objects within a class 
should have similar attributes. 

Jnrerdass dissimilarity is a function of P( Ck/Ai = ~); predictiveness of C is 
given as V Larger value of P means A= V, which suggests instance is member of 
class C rather than some other class. A is a stronger predictor of class C 

7.7 FUTURE RESEARCH DIRECTIONS 

Clusrering algorithms can be used for detecting functional modules in protein 
interaction networks. Ant-based clustering algorithms have been used in a large 
variety of applications. They are applied for web usage mining. Clustering 
nowadays is proving to be good for the discrimination of non-rain weather and 
heavy rainstorm weather, but not effective for other weather types. It can be used 
for analyzing market basket, monitoring customer transactions, and producing 
s~eci fi ed results. Clustering and pattern discovery can also be used in very high

dimensional discrete-attribute data sets. 

Ciusrerin • . . h. h the output classes arc 
u k g is an unsupervised learning techrnque m w IC d 
so: nowb n. It does not have a model. The input objects are just classifi~d bat~e ol_n 

eo serv d · ft d I h a wide vanetv o app 1-
C'.atio . e criteria, which may not be prede me . t as got ' . . 

ns 1n b· · c ~ i hted duscenng on ·1 
large 10 Inrormatics, image classification, and so on. e g 

graph · d I nected componems. 1Ypic I auns to partition the graph into several ense Y con •onal 
b a ap 1· "al ks compuran 

ioJoPl, P ications of graph clustering include soci nerwor ' . set of 
<l c,, and • h t processes a 

a.ta p • so on. DBSCAN is a density-based dustenng t a • T hese 
a . oints· a . . ·11 b lassified as noise. 
re: diffc: ' P01nt will either be in a duster or WI e c . f . plicarions 

1r1 " rent ry · d varier)' o ap 
1.t1 1;1 r . pes of clustering, and they have got a wi e · ---

h1n1ng. 
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